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Abstract - Customer retention is one of the most critical concerns for businesses. Businesses try to decrease customer turnover in 

order to maximize client lifetime value while lowering the cost of acquiring new customers. By focusing on customer churn 

prediction and identification, organizations can foresee which customers are most likely to depart. This enables them to implement 
customized, pertinent actions to lower the rate of client attrition. This paper suggests a machine learning (ML)-based approach 

that makes use of Random Forest (RF) to predict customer attrition in e-commerce platforms. Recall, accuracy, precision, F1-

score, and ROC-AUC were among the metrics used to evaluate the Random Forest model, which demonstrated an impressive 

accuracy of 95%, a precision of 98%, and a ROC-AUC of 98.51%. Random Forest was shown to be the most successful prediction 

method based on comparison tests with decision trees (DT) and support vector machines (SVM). With the use of real-time datasets, 

deep learning techniques, and large-scale deployment for e-commerce enterprises, these results confirm the efficacy of ensemble 

learning approaches in customer retention activities. 

 

Keywords - E-commerce, big data, Customer churn, Customer retention, Predictive analytics, Machine learning, E-commerce 

Customer Churn data. 

 

1. Introduction 
E-commerce expansion fuelled by digital platforms now drives substantial fundamental shifts to worldwide commerce through 

the creation of customer interest in online shopping platforms. The digital transformation creates enormous data volumes labeled as 

big data that give us unprecedented abilities to grasp and steer consumer actions [1]. Since data-driven purchasing methods became 

standard in business decisions, organizations need quick changes to their buying practices. In the online retail sector, customer churn 

stands as a primary challenge since people stop using platforms and brands [2]. Digital business profitability suffers through 

customer churn, so businesses must focus on retaining customers. A business achieves better long-term growth when it retains 
customers because returning customers tend to be less expensive to maintain than acquiring new customers [3][4]. As such, 

understanding why customers churn and how to prevent it has become a key focus area for businesses aiming to optimize customer 

experience and retention strategies[5]. 

 

Organizations implement analytical models and predictive tools to track customer patterns that help them make anti-churn 

predictions [6][7]. The analysis of present-era customer relations proves difficult through conventional analytic techniques, 

particularly in markets showing economic and cultural variations, according to research by [8][9]. The establishment of advanced 

data-based techniques has led to better retention methods. Companies implement ML systems to analyze big data, which grants them 

exact modeling capabilities in consumer understanding. ML algorithms process large, complex datasets to generate specific customer 

retention forecasts [10]. This converts into useful information that supports tailored marketing in the context of e-commerce, 

customer segmentation, and proactive engagement strategies. 
 

1.1. Motivation and Contribution of Paper 

Businesses operating in e-commerce find it more economical to maintain existing customers instead of spending resources on 

acquiring new ones. The prediction of customer needs with quick problem resolution leads to business sustainability due to revenue 

decline when customers discontinue business activities. Established through observation of real-time customer data, behaviour 

prediction systems facilitate optimal churn evaluation. The group came to significant results using SMOTE and RF models in 
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conjunction with contemporary preprocessing techniques, which improved retention rates and decreased operating costs. A practical, 

scalable model for e-commerce customer churn prediction has been presented through ML technologies.  

The key contributions include: 

 Actual e-commerce data from Kaggle to create a systematic technique for predicting customer attrition. 

 Carried out comprehensive data preparation, which included deleting outliers, addressing missing values, and changing 
features using Z-score normalization and one-hot encoding.  

 Improved representation of minority classes through the use of SMOTE to solve class imbalance. 

 Used the RF technique to categorize churned consumers due to its efficacy and reliability.  

 The model's performance was evaluated using ROC-AUC, F1-score, recall, accuracy, and precision metrics. 

 

1.2. Justification and Novelty of paper 

This study supports the use of ML in e-commerce platform customer churn prediction by demonstrating the RF algorithm's good 

predictive performance, including accuracy, precision, and ROC-AUC scores. The novelty of this work lies in the application of the 

RF model to customer churn prediction, enhanced by addressing class imbalance through the SMOTE and comprehensive data 

preprocessing, which are often overlooked in existing studies. Additionally, the study's comparative analysis with traditional models 

like SVM and DT highlights the superior performance of ensemble learning methods in handling complex customer data, making it a 
valuable contribution to the use of predictive analytics to changing e-commerce settings in order to retain customers. 

 

1.3. Structure of paper 

The paper is structured as follow: Section II provides a background study on Predictive Analytics for Customer Retention. In 

Section III, the methodology is detailed. In Section IV, the results, analysis, and discussion are compared. Section V presents the 

study's conclusion and plans for further research. 

 

2. Literature Review 
Several significant research studies related to customer retention have been reviewed and analyzed to support the development 

of the current work. Table I presents the background study on customer behaviour aimed at improving retention, including details on 

datasets used, models applied, performance metrics, and key contributions. Ullah et al (2019) provides a churn prediction model that 

use classification and clustering algorithms to identify churning consumers and explain why telecom industry customers leave. 

features are picked utilizing a correlation attribute ranking filter and information gain. With 88.63% of correctly categorized cases, 

the RF method performed well in the proposed model's first categorization of churn customer data, utilizing classification 

techniques. One of the CRM's primary responsibilities is developing efficient retention rules to stop churners [11].  

 

Ahmad, Jafar and Aljoumaa (2019) create a model for predicting customer attrition this assists telecom providers in determining 

which customers are most likely to quit. By applying ML approaches to a huge data platform, the model presented in this study 
provides a novel approach to feature engineering and selection.   The model's performance is tested using the AUC standard 

measure, which yields an AUC value of 93.3%. Another important innovation is the usage of the customer's social network to extract 

SNA attributes. Compared to the AUC benchmark, the model's performance improved from 84 to 93.3% when SNA was 

implemented. Using a large dataset created by translating enormous volumes of raw data given by the Syriatel telephone operator, 

the model was created and assessed using the Spark environment [5].  

 

Ebrah and Elnasir (2019) To predict churn, three ML algorithms two benchmark datasets have been analyzed using NB, SVM, 

and DT. The IBM Watson dataset has 7033 observations and 21 attributes, whereas the cell2cell dataset contains 71,047 

observations and 57 attributes. According to the AUC, in a measure used to assess model performance, the models scored 0.82, 0.87, 

and 0.77 for the IBM dataset and 0.98, 0.99, and 0.98 for the cell2cell dataset.  Additionally, the accuracy of the suggested models 

was higher than that of earlier research employing the same datasets [12]. Saghir et al. (2019) assess current individual and ensemble 

classifiers based on neural networks and suggest an ensemble classifier that improves performance metrics and raises the accuracy of 
churn prediction by combining bagging and neural networks. To compare and assess the suggested approach, this study uses two 

benchmark datasets those purchased from GitHub. The suggested model has an average accuracy of 81% [13]. 

 

Sabbeh (2018) attempts to analyse and compare the efficiency of numerous ML approaches utilised for the churn prediction 

problem. The methods that were chosen include discriminant analysis, DT (CART), instance-based learning KNN, SVM, LR, 

ensemble-based learning (RF, Ada Boosting trees, and Stochastic Gradient Boosting), NB, and MLP. 3333 records from a 

telecommunications dataset were used to test the models. According to the results, ADA boost and RF both perform better than any 

other method, with around the same 96% accuracy. With 94% accuracy, SVM and MLP can also be suggested. 90% was attained by 

DT, 88% by NB, and 86.7% by LR and linear discriminant analysis (LDA) [14]. 
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Li et al (2016) make a novel supervised one-sided sampling strategy is offered for preprocessing the unbalanced dataset. 

Following the K-means technique's clustering of the dataset into meaningful clusters, each cluster uses one-sided sampling to 

remove noise and unnecessary negative samples. The RF approach is used to choose key variables and reduce dimensions.  In this 

study, the classifier used to forecast client attrition in two or three months is the C5.0 DT. The tests involve around 2.7 million 4G 

telecommunications consumer data points. With a recall ratio of 52.43%, it achieves a precision ratio of 80.42%. The suggested 
methodology offers accurate prediction results that may be applied in practice to win back possible lost clients [15]. 

Table 1. Summary of Related Works on Customer Churn Prediction Using Machine Learning Techniques 

Author Proposed Work Dataset Key Findings Challenges/Gaps 

Ullah et al. 

(2019) 

Churn prediction via 

clustering and classification; 

used InfoGain and correlation 

filters for feature selection 

Telecom sector 

data 

RF achieved 88.63% 

classification accuracy; 

helped identify churn 

factors 

Lack of big data handling; 

limited algorithmic diversity 

Ahmad, Jafar, 

and Aljoumaa 

(2019) 

Telecom churn prediction 

with big data and ML; 

introduced SNA features 

SyriaTel big 

telecom data 

AUC improved from 

84% to 93.3% with SNA 

features; scalable Spark-

based system 

High dependency on large 

infrastructure (Spark); data 

complexity 

Ebrah and 

Elnasir (2019) 

Decision Trees, SVM, and 

Naïve Bayes 

IBM Watson 

(7033 records), 

Cell2Cell (71,047 

records) 

High AUCs: up to 0.99 

for Cell2Cell dataset; 

models outperformed 

previous studies 

Limited interpretability; no 

deep learning models used; 

domain focused on telecom 

Saghir et al. 
(2019) 

Ensemble Neural Network 
with Bagging 

Two GitHub 
benchmark 

datasets 

Ensemble model 
achieved 81% average 

accuracy 

Lack of real-world deployment 
context; datasets unspecified; 

potential data preprocessing 

issues 

Sabbeh 

(2018) 

Comparative Analysis: 10 

ML techniques (e.g., RF, 

AdaBoost, SVM, MLP) 

Telecom dataset 

(3,333 records) 

RF and AdaBoost ~96% 

accuracy; SVM & MLP 

~94% 

Small dataset; limited 

scalability; no big data 

platform used 

Li et al. 

(2016) 

One-sided sampling, k-means 

clustering, and C5.0 for churn 

prediction 

2.7 million 4G 

telecom customer 

records 

Achieved 80.42% 

precision and 52.43% 

recall 

Imbalanced data remains a 

challenge; moderate recall 

 

3. Research Methodology 
The study approach for Customer Retention in E-commerce is a systematic, data-driven strategy that works well for practical e-

commerce applications. Initially, the commerce customer churn dataset was collected from Kaggle. Then, pre-process the data for 

missing values handled and outliers removed. Then, categorical features were transformed using one-hot encoding, and numerical 

attributes were standardized using Z-score normalization to maintain consistency across variables. The SMOTE was then utilized to 

increase minority class representation in order to reduce the class gap between churned and kept clientele. The processed data was 

divided into training and testing sets with an 80:20 ratio. Following that, RF was used to categorize customer turnover. To ensure the 

robustness and generalizability of the prediction outputs, the models were assessed using performance measures such as accuracy, 

precision, recall, F1, and ROC-AUC. Figure 1 provides an illustration of the methodology's general phases.  

Figure 1. Proposed flowchart for Customer Retention 
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Each step of a proposed flowchart for Retention Optimization through Predictive Analytics is provided below:  

 

3.1. Data Collection 

The e-commerce customer churn dataset used in this study contains detailed behavioral and transactional information of customers 

from an online retail platform. It includes key variables such as customer demographics, order history, purchase frequency, last 
purchase date, number of complaints, and payment methods, which are critical in analyzing churn behaviour. Each record represents 

a customer and is labeled to indicate whether they have churned or remained active. The visual inspect of data are provide in below: 

 
Figure 2. Churn Distribution 

 

Figure 2 illustrates the distribution of churn in the dataset, where '0' (Not Churn) is substantially taller than the bar for '1' 

(Churn), indicating a much larger number of customers who did not churn. Specifically, approximately 83.16% of the customers in 

while only around 16.84% of consumers churned, the dataset did not. This notable class imbalance is an important characteristic of 

the dataset. 

 
Figure 3. Correlation Heatmap 

 

Figure 3's correlation heatmap shows that the associations are generally weak among the numerical features, with 'Day Since 

Last Order' showing a consistent weak negative correlation of -0.1 with others. Overall, no strong correlations are observed. 
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3.2. Data Preprocessing 

A crucial step in guaranteeing the dataset's quality and consistency is preprocessing the benchmarked customer data. Data 

preprocessing involves several steps, each addressing particular difficulties with data structure and quality, and relevance. The 

following steps of pre-processing are as follows: 

 Handle missing value: This step involves processing and imputation of missing data. A few of the chosen algorithms let 
the mean, median, or zero to be used in place of missing values.  

 Remove Outliers: There are a lot of outliers in the dataset, which might distort the findings and alter the sample mean and 

variance. Using the fourth quartile approach, outliers in the characteristics were eliminated.  

 

3.3. One-Hot Encoding for Categorical Features 

The label values seen in categorical data are regarded as nominal values. The ML model's efficiency can be increased by 

converting the categorical input into numerical information. Presenting the data as a feature and encoding it in binary code is one 

method of hot encoding.  One of the most popular approaches compares each numerical variable level to a predetermined beginning 

point. 

 

3.4. Standard Scaling 
Standardizing data is a typical preprocessing procedure that helps the model converge more quickly and perform better by ensuring 

that features are of the same size. Z-score normalization is a popular technique for standardizing data and is defined as Equation (1): 

𝑧 =
𝑥−𝜇

𝜎
 

 

where z is the standardized value, x is the original value, d is the feature standard deviation, and d is the feature mean. Each 
feature is subjected to this procedure separately, changing the data in order for its standard deviation to be 1 and its mean to be 0. 

 

3.5. Class Imbalance Handling 

The statistics showed a notable class imbalance, with around 17% of consumers churning and 83% of customers not churning. 

The SMOTE was used on the training dataset in order to solve this problem. In order to create a balanced class distribution and 

reduce the possibility of bias in the prediction model, this strategy intentionally oversamples the minority class (churned consumers). 

 

3.6. Data Splitting 

The training and testing subsets are the two divisions of the dataset. 20% of the data is used for model assessment, while 80% is 

used for model training. 

 

3.7. Random Forest (RF) Model 

RF is an approach to supervised learning that employs a group of tree-structured classifiers, or DT, applied to a number of sub-

samples in a given dataset. The DT is made up of multiple nodes connected by branches that stretch from the root node, which is 

usually located at the top, to the leaf nodes. At the decision nodes leading to a branch, characteristics are considered [16][17]. These 

branches may terminate in a leaf node or lead to another decision node [18]. The algorithm is an example of supervised learning, 

which necessitates a training dataset that contains the target variable's values. The CART technique was initially the particular 

decision tree to be employed; Two branches are produced by each decision node, making the tree binary. It grows by choosing the 

best measurement vectors that lower the maximum impurity using a "exhaustive search of all available variables and all possible 

splitting values." Dividing the root node into binary segments is the initial stage in building a DT.  

The Equation (2) of potential splits s at node t serves as the foundation for the splitting process: 

Δi(s, t) = i(t) − 𝑝𝐿i(𝑡𝐿) − 𝑃𝑅 i(𝑡𝑟)  
 

where Δi(s, t) is a metric for reducing impurities from split s, 𝑖(𝑡) symbolizes the impurities before to separation, and 𝑖 
(𝑡𝐿) and 𝑖(𝑡𝑅) demonstrate After halving node t with split s, the left child's impurity node 𝑇𝐿 and the right child's node 𝑇𝑅 . There are 

a number of estimates for measuring these impurities, but the Gini impurity which quantifies the likelihood that a random 

distribution of labels in the subset results in an inaccurate label for a randomly chosen element from the set is the condition for 

splitting by default. 

 

3.8. Evaluation Metrics 

This is the last level of the prediction model. Here, analyse the prediction outcomes using a number of evaluation measures, 

such as classification accuracy, confusion matrix, and F1-score. Every measure is dependent on statistical variables that come from a 
class confusion matrix.  

The following instances of the confusion matrix are: 
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 TP (True Positive): TP reflects the total number of clients that were properly identified as churn.  

 FP (False Positive): FP represents the total number of clients who are wrongly classified as churn.  

 TN (True Negative): TN represents the total number of accurately recognized non-churn clients.  

 FN (False Negative): It represents the total number of consumers who were wrongly labelled as non-churn. 

 
Accuracy: The model's performance is evaluated in terms of accuracy. Accuracy is the ability to discriminate between actual and 

unrealistic possibilities.  It is provided as Equation (3)- 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + Fp + TN + FN
 

 

Precision: Precision refers to the number of positive class forecasts that really become true positive class predictions. It is 

determined by taking the number of accurately predicted positive observations and dividing it by the total expected positive 

observations. It is written as Equation (4)- 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP
 

 

Recall: Recall is defined as the number of accurate positive predictions divided by the overall number of correct positive samples. It 

is expressed mathematically as Equation (5)- 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

𝑇𝑃 + 𝐹𝑁
 

 
F1 score: The F1 score is computed by taking the harmonic mean of the model's accuracy and recall, and evaluates a model's 

performance on a dataset. Mathematically, it is given as Equation (6)-  

𝐹1− 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

ROC-AUC: The area under the ROC curve, which compares the TPR (Recall) to the FPR, is known as ROC-AUC. Equation (7) 

represents the ROC. 

𝐴𝑈𝐶 = ∫ 𝑇𝑃𝑅(𝑥)𝑑𝑥
1

0

 

 

According to Equation(7), a higher AUC denotes a better-performing model that can successfully differentiate across classes. 

 

4. Results And Discussion 
The efficiency of the suggested ML-based strategy was measured and validated in this section through a variety of experiments 

conducted on the datasets referenced. For this experiment, a laptop with a Core i3 CPU operating at 2.0 GHz and 4 GB of RAM is 

utilized. The performance of the suggested RF model on consumer data from e-commerce is shown in Table II. It achieved a high 

accuracy of 95%, indicating its strong overall predictive capability. The model's precision of 98% highlights its excellent ability to 

correctly identify customers who are likely to remain loyal, while a recall of 83% reflects its competence in detecting actual 

churners. The chosen model attains adequate performance levels in real-life scenarios with an F1-score balance of 86%. Most 

notably, the model attained a ROC-AUC score of 98.51%, underscoring its exceptional discrimination power between churn and 

non-churn classes and validating its effectiveness for predictive analytics in retention optimization. 

Table 2. Experiment Results of Proposed Model for Customer Retention  

Performance Matrix Random Forest (RF) 

Accuracy 95 

Precision 98 

Recall 83 

F1-score 86 

ROC-AUC 98.51 
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Figure 4. Confusion Matrix for Random Forest 

 

The RF model's confusion matrix in Figure 4, which has 898 TN and 167 TP, demonstrates excellent churn prediction ability. 

33 non-churners were incorrectly categorized as churners FP, and 22 churners as non-churners FN, suggesting that while overall 

accuracy was good, precision and recall might be improved. 

 
Figure 5. ROC Curve for the Random Forest 

 

Figure 5 shows the ROC curve for the RF model, with an AUC value of 1.0000, demonstrates perfect categorisation. The curve 

rapidly goes towards the top-left corner, which exhibits ideal performance for the TP rate and very low FP rates. This demonstrates 

how well the model separates churn from non-churn clients. 

 

4.1. Comparison with Discussion 

The section provides a comprehensive review of alternative procedures against present-day approaches. Table III demonstrates 
how predictive models work to keep customers by comparing their approaches. ML and DL received research attention for accuracy 

testing purposes. Through analysis of the SVM model registered 77% accuracy in identifying customers who would depart the 

organization. Non-linear data structures run through DT, which generated model predictions with 87.9% accuracy. Using many 

models to provide 95% correct predictions, RF outperforms previous ensemble learning techniques and helps avoid overfitting. This 

comparison highlights the superior effectiveness of ensemble-based models like RF in predictive customer retention tasks. 

Table 3. Comparison between various Models performance for Customer Retention  

Models Accuracy 

Support Vector Machine (SVM) [19] 77 

Decision Tree  (DT) [14] 87.9 

Random Forest (RF) 95 
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The RF model brings multiple benefits to predictive customer retention while achieving 95% accuracy in predictions. RF 

ensemble learning system utilizes numerous DT to minimize overfitting, yet it improves the accuracy of predictions for new data 

points. Additionally, the RF model is capable of handling large datasets with high dimensionality and is proficient at handling both 

categorical and numerical inputs. 

 

5. Conclusion And Future Study 
The accurate prediction of customer turnover by companies that operate e-commerce becomes necessary for designing 

successful retention approaches and marketing strategies. For modern businesses, predicting customer attrition has become vital to 

achieve organizational success. A new, reliable ML method based on RF predicts customer churn behaviour in e-commerce 

platforms. The model outperformed its competitors by reaching 95% accuracy and maintaining 98% precision, along with 83% 

recall, and achieving a 98.51% ROC-AUC score. Data preprocessing methods, along with the SMOTE, helped the model become 

more efficient in recognizing churn and non-churn customers. The analysis of SVM and DT models proved that ensemble learning 
outperforms both in predicting customer retention. The performance of the model was strong, but critics pointed out its dependency 

on one dataset, together with its insufficient ability to recognize customers. Future research will explore the application of DL 

models, real-time datasets, and optimization for large-scale deployment, enhancing In changing e-commerce situations, the model's 

capacity to yield practical insights for client retention strategies. 
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