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Abstract - Network Traffic Analysis (NTA) refers to the process whereby the traffic of the network is logged and analyzed, to
identify security risks or performance issues. There are, however, instances when machine learning (ML) is applied in the
mechanization of NTA. Network information may be categorized, anomalies detected, and malicious actions identified using
machine learning. They could also be employed in foreseeing the same traffic patterns in the future, which can be exploited
and utilized to improve network performance. The article gives a recurrent neural network (RNN)-based intrusion detection
system (IDS) on the NSL-KDD dataset. The methodology consists of a lengthy preprocessing stage, which involves treating
missing values, performing dimensionality reduction, applying one-hot encoding, normalizing the data, selecting features, as
well as dividing the training and test sets. The RNN is then trained to identify sequential dependencies in network traffic,
enabling it to distinguish between malicious and legitimate activities. These experimental findings show that the suggested
model has the following values: F1-score of 99.97%, accuracy of 99.98%, precision of 99.98%, and recall of 99.99% when
compared with more traditional ML models like Naive Bayes (NB) and Support Vector Machine (SVM). These findings prove
that RNN is efficient and applicable to skewed classes and multidimensional time series patterns in network intrusion
detection. The study also identifies the possibility that deep learning (DL) solutions can be used to scale up IDS and enhance
its accuracy in real-world network systems.
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1. Introduction

The fast development of information technology has rendered computer networks to become the key to industry, business
and many other spheres of ordinary human life. With the continuous increase in the use of digital communication, the
maintenance of reliable and secure networks has become an important task for IT administrators[1][2]. Nonetheless, modern
networks have become more complex and open, creating a significant challenge in securing their availability, integrity, and
confidentiality. Malicious conduct is among the most damaging and disruptive types of cyber challenges (i.e. denial of service
(DoS), ransomware, identity theft and data theft). Such attacks take advantage of system vulnerabilities and, in most cases, they
are able to circumvent the normal defense mechanisms like antivirus software and firewalls. To combat this increasing threat,
network traffic classification has emerged as a critical option to identify and classify network operations into normal and
malicious categories [3][4]. Effective classification enables administrators to monitor traffic patterns by detecting intrusions and
mitigating potential damage in real-time. Intelligent classification systems not only identify ongoing attacks, but they also issue
warnings of abnormal or suspicious activities that are not the normal activities in the network [5]. This is necessary in other
scenarios where it is used to handle sophisticated threats like zero-day exploits that are specifically designed to evade the
conventional signature systems.

The concept of intelligent network traffic classification combines the domain information, statistical information and
computational intelligence; in order to separate legitimate and malicious activities in a high volume and heterogeneous
traffic[6][7]. This is done by examining the nature of the traffic that signifies the fingerprints of an attack, mainly based on the
attributes and correlation, and anomaly analysis[8][9]. Nonetheless, such an issue as a very uneven distribution of attack types is
among the most acute ones since common attacks, such as DoS, are widespread, and less common attacks, such as remote-to-
local (R2L) or user-to-root (U2R), are hard to find. This imbalance creates the need to have more learning interventions that can
accommodate both the majority and the minority classes. The highest level of machine learning (ML) is centered on the
advanced stage, where conventional shallow learning systems are based on manual feature engineering and can handle only
substantial and intricate data. The new systems are focused on automation, scalability and increased precision[10][11]. Adaptive
learning mechanism Artificial Intelligence (AI) algorithms offer adaptive learning mechanisms, ML models offer excellent
classification using predictive analytics, and Complex temporal and nonlinear relationships are learnt using traffic data in RNNs,
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hybrid models, and deep learning (DL) long short-term memory (LSTM)[12][13]. All these together constitute the foundation of
creating intelligent, robust, and scalable intrusion detection systems (IDSs), which are capable of accommodating the threat
arising with the emergence of new cyber threats.

1.1. Motivation and Contribution
The emergence of the digital communication business and heightened sophistication of cyberattacks, electronic IDS are not
differentiating normal and malicious traffic accordingly. Classical ML approaches frequently neglect both sequential and time-
based relationships in network data, leading to reduced accuracy and higher false alarms. Moreover, widely used benchmark
datasets such as KDDCup99 are both redundant and imbalanced, making the validity of experimental results lower. The NSL-
KDD data set can be used to overcome these limitations, and it is an ideal source of data to develop better approaches to DL.
The logic of this research is grounded in the fact that RNNs can model temporal dependencies, which is why there is a need to
develop an effective IDS that can increase its detection probability, reduce false positives, and accommodate diverse types of
attacks in evolving network environments. This input to the employee turnover forecasting in HR planning research is valuable
in several ways:
e Development of an intrusion detection framework that is specifically designed to suit the NSL-KDD data, which makes
use of sequential modeling to enhance classification.
e Implementation of a comprehensive preprocessing pipeline including missing value handling, dimensionality reduction,
one-hot encoding, normalization, and feature selection to optimize model performance.
e Comparison that demonstrates the strength of the RNN against the challenge of unbalanced attack types and
sophisticated time series in network traffic.
e  Measured model performance with such high-level metrics as recall, accuracy, precision, F1-score, and AUC.

1.2. Novelty and Justification

The reason behind this work is that the current IDS still endures various problems, such as difficulty in handling high false
alarm rates, poor performance in generalizing to attacks that have not been identified, and the inability to support sequential
dependencies among the network traffic. Conventional ML methods, which include SVM and NB, assume that network records
are independent samples, thus not able to capture temporal relationships, which are of paramount importance in identifying
advanced and dynamic patterns of attacks. To address these shortcomings, this study introduces an RNN-based model that
leverages its inherent capability to model sequential dependencies, enabling more accurate differentiation between normal and
malicious traffic. This work stands out because it uses the RNN architecture in conjunction with extensive preprocessing to
improve detection performance on the NSL-KDD dataset. As compared to the conventional methods, it produces noticeably
higher F1-scores, recalls, accuracy, and precision. This demonstrates that RNNs have the ability to become an advanced and
scalable means of future network intrusion detection systems.

1.3. Structure of the Paper

The paper is structured as follows: Section II presents the Literature review. Section III explains the Methodology, including
data preprocessing. Section IV covers the results. Finally, Section V concludes the research and emphasizes areas for future
research.

2. Literature Review

An extensive review and analysis of existing research on NIDS with ML and DL techniques has been carried out to provide
a strong foundation for this study. Liu et al. (2020) IDS becomes the leading security solution rationally. The main tool for
defending networks against different types of hostile activity is anomaly-based network intrusion detection. Applying a variety
of ML methods, this study successfully identifies irregularities on the IoT Network Intrusion Dataset. The outcomes demonstrate
promise as achieved great efficiency and 99%—100% accuracy[14]. Szostak, Walkowiak and Wlodarczyk (2020) propose Linear
Discriminant Analysis (LDA) is an ML technique used to anticipate short-term traffic levels. Since much of the earlier research
in this area used time series to simulate the traffic, the traffic prediction issue is thus presented as a classification problem.
Additionally, provide numerical figures to demonstrate the efficacy of the suggested methodology. Look at both the real traffic
that Seattle Exchange Point collects and the traffic that is produced using real data, which includes genuine traffic dependencies.
For actual data flow, were able to make up to 93% of accurate forecasts[15].

Singh and Mathai (2019) To ascertain how well both algorithms worked, 60% of 40% of the four lakh entries in the NSL-
KDD dataset for training purposes were utilized and the remaining four lakh for testing. In this experiment, the researcher
compared the processing speeds of the new SPELM method with those of the current DBN methodology, accuracy, precision,
and recall. When comparing SPELM's accuracy of 93.20% against the computing time of 90.8 seconds, compared to 102
seconds for DBN, the accuracy of 69.492 compared to 66.836 for DBN, and the DBN algorithm's accuracy of 52.8%, the results
demonstrate SPELM's superior performance[16]. Taher, Mohammed Yasin Jisan and Rahman (2019) A brand-new supervised
ML system is designed to detect legitimate and malicious network traffic. A combination of feature selection and supervised
learning algorithms has been used to determine which model has the best detection success rate. Using network traffic as an
example, this study shows that ANN may be helpful for ML classification and that the wrapper strategy, which uses features
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instead of support vector machines (SVMs), is more effective. The NSL-KDD dataset is utilized to assess the efficacy of
supervised ML algorithms, such as SVM and ANN, for the purpose of classifying network traffic[17].

Troia et al. (2018) proactively optimize the optical backbone network's resource distribution by concentrating on the traffic
matrix prediction technique made possible by DLs. Although RNNs were initially developed for use in sequence prediction
tasks, they have recently shown exceptional performance in other domains, including voice recognition, handwriting
identification, and time series data prediction. They studied the Gated Recurrent Units (GRU), a specific kind of RNN that can
achieve high accuracy (< 7.4% mean absolute error). It can calculate a 66.3% reduction in the capacity of the network by
contrasting the numerical results of dynamic allocation with those of static allocation based on forecasts, which enables us to
manage unexpected traffic spikes[18]. Zaman and Lung (2018) The majority of IDS in this field and those that are sold
commercially are signature-based. ML classification techniques are the foundation of the current anomaly detection trend.
Assess the effectiveness of seven distinct Methods for ML that compute information entropy using the Kyoto 2006+ dataset. The
results demonstrate that the majority of ML approaches offer precision, recall, and accuracy for this particular data set of more
than 90%[19].

The Table I provides a summary of recent studies on Network Traffic classification using ML, methodology, datasets
utilized, key findings, and the limitations and future work.

Table 1. Recententrecent Studies on Network Traffic using machine learning

Author Proposed Work Dataset Key Findings Limitations & Future
Work
Liu et al. (2020) | Applied ML algorithms for | IoT Network | Achieved 99-100% | Need for testing on diverse
anomaly-based IDS in IoT | Intrusion Dataset | accuracy  with  high | and larger real-world IoT
networks efficiency datasets for generalization
Szostak, ML process with LDA | Real traffic | Predictions for actual | Limited to fixed bitrate
Walkowiak & | classification for short-term | (Seattle data flow can be up to | levels; future work could
Wlodarczyk traffic volume forecasting Exchange Point) | 93% accurate extend to dynamic/multi-
(2020) + generated level prediction
traffic
Singh & Mathai | Compared DBN vs. | NSL-KDD SPELM achieved | Study restricted to NSL-
(2019) proposed SPELM algorithm | dataset (40% | 93.20% accuracy vs. | KDD; testing on modern
for intrusion detection training,  60% | 52.8% for DBN; lower | datasets required
testing) computational time
Taher, Jisan & | Supervised ML for malicious | NSL-KDD ANN  with  wrapper | Focused only on two
Rahman (2019) | vs. benign traffic | dataset feature selection | algorithms; other deep
classification; compared outperformed SVM learning models could be
ANN and SVM with feature explored
selection
Troia et al. | Used GRU-based RNNs for | Real optical | Achieved <7.4 MAE; | Limited to GRU, future
(2018) traffic matrix prediction in | backbone enabled dynamic | work could explore hybrid
optical networks network traffic | allocation saving 66.3% | deep learning or real-time
data network capacity deployment
Zaman & Lung | Applied 7 ML techniques | Kyoto 2006+ | Most ML techniques | Still dependent on dataset
(2018) with entropy-based features | dataset achieved >90% | quality; need for robust
for anomaly detection accuracy, precision, and | models against evolving
recall attacks

3. Research Methodology

The methodology for the proposed Network traffic Detection begins with the use of this dataset as the experimental
benchmark: NSL-KDD, as shown in Figure. 1. The dataset undergoes pre-processing that includes handling missing values,
applying dimensionality reduction, transforming categorical attributes through one-hot encoding, and performing normalization
using Min-Max scaling. Following this, feature selection is conducted to retain the most illuminating characteristics for
successful model training. Partitioning the data into subgroups when processing is done, with 70% going into training and 30%
into testing. The RNN model is trained on the training set and subsequently searches for temporal correlations in the network
traffic data. The model is subsequently evaluated using common evaluation measures that were evaluated using the test data,
including F1-score, AUC, accuracy, precision, and recall. This demonstrates the robustness of the suggested technique.
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Figure 1. Flowchart for Network Traffic Detection
The following section presents a detailed explanation of each step below.

3.1. Data Gathering and Analysis

The main issue with the KDDcup99 dataset was addressed with the creation of this dataset. Four types of attacks were
showcased at the KDDcup99: DoS, Probe, R2L, and U2R. Both files are utilized in the NSL-KDD training and testing
processes. In the training session, there are 126,620 incidents and 21 attacks. There are 22,850 occurrences of the 37 different
assaults in this tested collection. In order to better understand the dataset, used exploratory data analysis (EDA) to draw several
graphs, as it is presented below:
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Figure 2. Class Distribution of Benign and Attack Categories in the NSL-KDD Datase

Figure 2 displays the NSL-KDD dataset's attack and benign class distribution. The data is heavily skewed, and the benign
group has the most measurements. The attack types include DoS, Probe, and R2L, which occupy the majority of the malicious
samples. The other types of attacks that are less common, such as snmpgetattack, sqlattack, and xlock, have relatively lower
samples. This distribution demonstrates the existing class imbalance of the data, which is a major consideration to be made when
training a model to detect intrusion effectively.
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Comparative Feature Importance Heatmap (Attack Fingerprints) for NSL-KDD

Figure 3. Correlations of Attributes

The NSL-KDD dataset's heatmap showing the relative feature relevance of attack fingerprints is displayed in Figure 3. The
heat map identifies the comparative level of contribution of features to various assault types, including R2L, U2R, DoS, and
Probe. The values of the intensity provide higher values with greater relevance of particular features in recognizing the relevant
types of attacks, and lower values display diminished relevance. The given visualization helps to obtain an understanding of the
discriminatory power of features, which can be useful in intrusion detection and attack classification.
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Figure 4. Distribution of Samples by Attack Types

In Figure 4, the bar chart illustrates the distribution of Samples by Attack types, showing the frequencies of various
categories of network traffic within a dataset. The sum of all samples is displayed on the y-axis, and the different forms of
attacks, including regular traffic and four other types of assaults, are displayed on the x-axis. The four terms are: probe, user-to-
root, denial-of-service, and remote-to-local. The chart reveals that Normal traffic has the highest count with 9,711 samples,
followed by DOS attacks with 7,460 samples. The other attack types are significantly less frequent, with R2L at 2,885, Probe at
2,421, and U2R being the rarest, with only 672 samples. The dataset's imbalance demonstrates that DOS assaults are the most
prevalent form of harmful behaviour in this sample.

3.2. Data Pre-processing

The importance of data preparation, which is crucial to machine learning, cannot be overstated. Missing values, data reduction,
one-hot encoding, data scaling and feature selection processing are the main elements of pre-processing raw data. The key pre-
processing steps are provided below:

e Missing values: The initial stage of data cleansing involves dealing with missing values. The term "missing values"
refers to the intentional or unintentional omission of data from a record. Although identifying and encoding missing
data is the first stage, resolving the missing values is the second.

e Data reduction: It is crucial to optimize the feature and, in this example, lower the number of unique values for
categorical variables once the data has been cleared of missing values and other potential biases. To group comparable
observations together, clustering was performed.

e  One-hot encoding: In order for ML models to employ categorical variables, one-hot encoding transforms them into
binary vectors. A vector for each category has one element labelled 1 and all others labelled 0.

e Data Scaling using Min-Max Scaler: To normalize, the min—-max method was employed on the records after a
simplified dataset with many characteristics was obtained. This allowed the values to be contained within a range of 0
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to 1. To minimize the impact of outliers and maximize the effectiveness of the classifiers that were employed, this was
done. Equation (1), the following mathematical formula, was used to execute normalization:

Where x stands for the feature's initial value, x’ for its normalised value, X,,;, for its minimum value, and x,,,, for its
maximum value.

e Feature selection: The reliance between two random variables can be measured using linear measures of dependency,
such as the linear correlation coefficient, when considering correlations between records of network traffic as linear
links. However, taking into account conversations in the actual world, Additionally, there may be a nonlinear
relationship between the variables[20]. It appears that the relationship between two nonlinearly dependent variables
cannot be shown by a linear measure. Assessing the capacity to examine the relationship between two variables, whether
or not they depend on one another linearly or nonlinearly, is therefore important. Because of these factors, the objective
of this study is to determine which features from a feature space are most valuable, independent of their connection type.

3.3. Data Splitting
The NSL-KDD dataset contains training sets and testing sets. Using the Sklearn application, the data is divided. The data
used for training is 70% while the data used for testing is 30%.

3.4. Proposed RNN Model
A feed-forward neural network extension called an RNN uses the sequential information[21]. The reason RNNs are referred to
as recurrent is that they carry out each sequence piece using the same procedure, based on the outcomes of previous
computations. In order to determine the RNN's hidden states, one must use Equation (2):

hy = c(Wx; + Uh;_; + by), fort=T,..1,

In this context, W represents the input to a hidden weight matrix, U stands for the hidden-to-hidden weight matrix,
by Denotes the bias term, ¢ denotes the nonlinearity function,x; denotes the input vector at time T, and h; embodies the hidden
state vector at time ¢t.

3.5. Evaluation Metrics

The foundation of all classifiers is the computation of parameters, including F-score, recall, accuracy, and precision. These
metrics were utilised to evaluate the performance of the IDS. The number of samples appropriately identified as positive, using
true positive (TP) and true negative (TN), and the number incorrectly identified as positive, using false positive (FP) and false
negative (FN), are provided by the formula. The accuracy, which is the number of samples correctly classified as a percentage of
all samples, is displayed. Figure 5: Confusion matrices are used to calculate all the aforementioned variables.

Positive Negative

Positive

Negative
Figure S. Confusion Matrix

3.5.1. Accuracy

Accuracy is determined by correctly predicting both positive and negative occurrences it is given as Equation (3):

Accuracy = TP+ TN O
Y= TP+Fp+TN+FN

3.5.2. Precision(P)
The precision calculation yields the probability of an accurate affirmative forecast, which is Equation (4):
TP R
TP+FP S

Precision =
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3.5.3. Recall(R)
The recall calculates the percentage of accurate classifications to missing entries in mathematical form it is given as Equation
(5):

TP

Recall = TP-I-—FIV

3.5.4. FI score
The resulting effectiveness metric, recognized as the F-measures is calculated analytically by calculating the accuracy and recall
harmonic mean, it is given as Equation (6):

Precision X Recall
F1 —score =2 X

Precision + Recall

3.5.5.4UC

A model's overall performance is shown by the area under the ROC (AUROC), and the ROC curve displays the rates of TP
and FP. The more successfully the model outperforms other methods, the higher the AUROC. The ROC curve and AUROC are
helpful metrics for evaluating how well the model detects and mitigates attack traffic while reducing false alarms and accurately
identifying normal traffic when it comes to detecting DDoS assaults in SDN systems.

4. Results and Discussion

The following platforms for software and hardware were used to conduct the experiments Hardware: 2.2 GHz, 12-core Intel
Xeon E5-2650 v4, NVIDIA Quadro P400 2GB, 30MB L3 cache, and 16 GB of RAM. Software: 64-bit WEKA 3.8.2 and
Windows 10 Professional. Table II displays the findings from the RNN model's testing on the NSL-KDD dataset for identifying
network intrusions. A 99.98% accuracy rate, precision, and F1-score are all achieved by the model. With a fair trade-off
between recall and accuracy, these scores demonstrate the precision with which the model identifies intrusions.

Table 2. Experimental Results of Proposed on nsl-kdd dataset for network intrusion detection
Performance matrix | RNN model
Accuracy 99.99
Precision 99.98
Recall 99.99
Fl-score 99.97
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Figure 6. Confusion Matrix for the RNN Model
The RNN model used to categorise the network data produced a confusion matrix, as shown in Figure 6. The model has

rightly categorized 754,323, 1, 417, normal and attack cases respectively, had 8 false positives and 7 false negatives,
respectively. These results demonstrate effective assault detection with high accuracy and low misclassification.
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Figure 7. Accuracy Graph for the RNN Model

Figure 7 shows the precision of the RNN model in five epochs. The training and validation curves show how quickly both
curves rise during the first and second epochs, and then both curves converge at about 1.000. It proves that the model provides

stable and optimal results with no signs of overfitting.
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Figure 8. Loss graph for the RNN Model

Figure 8 illustrates the RNN model's performance over five epochs. The training and validation losses drop significantly
during the Oth and 1st epochs and then approach a value of 0. The low values of final loss are evidence of successful learning,
convergence and no overfitting.

4.1. Comparative Analysis
Table III shows the results of an analysis of the NSL-KDD dataset using ML and DL models to identify potential network
threats. With an F1-score of 99.97%, a recall of 99.99%, the proposed RNN model achieves the highest accuracy rate of all the
models tested, at 99.98%. On the other hand, SVM exhibits significantly poorer performance with an accuracy of 68%, whereas
NB achieves a relatively higher accuracy of 98.02%, although it is still lower than that of the RNN model. These results
demonstrate that the RNN is more effective in recognizing intrusions through its improved classification.
Table 3. Performance Comparison of machine and deep learning models for network intrusion detection

Performance matrix | RNN | SVM|22] | NB|23]
Accuracy 99.99 68 98.02
Precision 99.98 68.35 97.19

Recall 99.99 65.15 99.94
F1-score 99.97 67.86 98.55

To leverage the NSL-KDD data, an IDS was built using RNNs. If an RNN wants to distinguish good network traffic
patterns from bad ones, it leverages its ability to create sequential dependencies. Compared to the previous ML models, the new
ones had better recall, accuracy, and F1 Scores, according to the experiments. As a result, it is evident that RNNs are well-suited
for handling complex time-related relationships in intrusion detection tasks.
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5. Conclusion and future study

A powerful and essential tool for gathering important information, increasing safety, optimizing performance, and
automating network management is the application of ML in network traffic. Every day, businesses create data from their
networks, and ML algorithms help them make sense of it. Researchers in this article suggest a model based on an RNN for use
in detect network incursions using the NSL-KDD database. Following thorough preparation that included handling missing
values, dimensionality reduction, encoding, normalization, and feature selection, the optimized dataset was used to train the
models. As it has been demonstrated in the course of the experiments, the proposed RNN turned out to be very successful in
sequential dependencies of network traffic, scoring 99.97%, recalling 99.99%, performing precision of 99.98% and achieving an
accuracy of 99.99%. It is also apparent in the results of comparative studies that the RNN is better than classical models such as
SVM and NB since it is very resistant to identifying both common and uncommon types of attacks, and it has low error rates.
Despite the promising outcomes, future work could extend the framework with advanced DL models such as LSTM, GRU, or
CNN-RNN hybrids to detect complex attack patterns. Validation on recent datasets that reflect current traffic and emerging
threats is also necessary. Additionally, real-time intrusion mitigation using SDN and cloud systems may improve flexibility and
scalability.
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