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Abstract - The appearance of Large Language Models (LLMs) changed the environment of enterprise applications and allowed 

natural language to be used to automate processes, communicate to the customer, and analyze the data. In this ecosystem, timely 

engineering has become one of the most efficient definitions of the output quality, particularly in those platforms incorporating 

instructions written by users to produce text, such as Salesforce Prompt Studio. The present paper explores the effect of various 

prompt design approaches, i.e. few-shot prompting, template-based inputs, and contextual primes, on the performance and 

reliability of AI output on Salesforce Prompt Studio. Several use cases are considered in the study, such as customer service 

automation, lead scoring and email generation. Creating and comparing the variants of prompts based on such metrics as the 

factual accuracy, relevance, alignment with the tone, the satisfaction of the users, the paper demonstrates an assessable 

relationship between the prompt design and the quality of the outcome. The results indicate outstanding practices in timely 

development and provide suggestions on enterprise-scale optimal prompt engineering. The study is relevant to the emerging 

market of applied LLMs and supplies prompt optimization into the context of realistic business problems and with the evidence of 

improved productivity and consistency outcomes in CRM settings. 
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1. Introduction 
Large Language Models (LLMs) have transformed many industries and challenged the possibilities of education, healthcare, 

and enterprise resource management through its mainstreaming. Salesforce is one of the platforms that have become a leader in the 

integration of LLMs with its Prompt Studio - low-code/no-code ecosystem aimed at unlocking the potential of generative artificial 

intelligence in customer management (CRM). The quality of AI-generated outputs in these kinds of setting however depend 

heavily on the quality of these prompts in the form of design and structure [1], [2].  Prompt engineering Prompt engineering refers 

to the processes of strategizing inputs that can condition LLMs to produce specified outputs and has become a central aspect of 

applying generative AI tools. Such techniques as zero-shot, few-shot, and chain-of-thought prompting allow users to obtain more 

precise, specific, and contextual responses out of LLMs [3], [4]. Although theoretical advantages of these methods have been 

broadly analyzed, there is still a niche in the literature regarding their practical usefulness in real enterprises environment, 

especially in platforms such as Salesforce Prompt Studio [5], [6]. 

 

Prompts structure in Salesforce Prompt Studio is essential to downstream activities, including automated customer services, 

sales lead processing, and customer relationship management record summarisation. The problem with any ineffective prompts is 

that they may result in hallucinations, irrelevant information, or incoherent tone, which eventually lead to compromising the user 

experience and lowers their liking of the system. On the other hand, thoughtful prompts can enhance the readability, helpfulness, 

and professionality of compiled texts by a lot [7], [8].   

 

This paper provides an assessment of the applicability of timely engineering methods employed in Salesforce Prompt Studio 

with regard to the various enterprise use cases. Namely, we examine the effect of changing the prompt structure, including adding 

or excluding the examples or instructions or prompts such as formatting instructions, on the quality of the text generated by LLMs. 

We construct the experiments to test the differences in the results of different approaches to the prompt as to the results in terms of 

factual correctness, relevance, fluency, and suitability of the tone. 

 

The contributions of this research are as follows: 

 We propose a systematic evaluation framework for prompt effectiveness tailored to Salesforce Prompt Studio. 

 We empirically compare prompt engineering techniques across real-world CRM tasks. 
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 We derive actionable insights and best practices for Salesforce developers and prompt designers. 

 We bridge the gap between academic research in LLM prompting and its deployment in commercial CRM systems. 

 

By grounding prompt evaluation in practical use cases, this paper aims to enhance the reliability and usability of AI-generated 

outputs in Salesforce applications and promote the development of prompt engineering as a standardized discipline in enterprise AI 

development. 

 

2. Background and Related Work 

2.1. Foundations of Prompt Engineering 

Prompt engineering is a remedial technique of designing input prompts into conjectural language models (LLM) to direct their 

actions toward rendering contextually precise and task-based output. Prompting was originally considered to be a basic form of 

interaction but has since then become a programmable human-LLM interaction [9]. Recently with the introduction to models such 

as GPT-3 and T5 researchers found that the performance of these models are very sensitive to the phrasing, order and structure of 

the received prompts [10]. The strategy of zero-shot prompting (when the model is not provided with examples to fulfill the task) 

and few-shot prompting (with one or more examples) is now thoroughly established [11], [12]. Among them we have few-shot 

learning that allows generalizing on limited input to provide coherence in output and awareness of the context. 

 

2.2. Prompt Tuning and Templates 

Prompt tuning A variant of prompt engineering that does not modify the model weights is prompt tuning With prompt tuning, 

learnable parameters or embeddings are added to prompts to achieve better task results [13]. While this is more common in 

research settings, in practical deployments like Salesforce Prompt Studio, prompt templates serve a similar purpose by maintaining 

consistent format and semantics across different tasks [14]. Templates such as "Summarize the following customer interaction…" 

or "Generate a sales email based on this opportunity..." encapsulate implicit instructions and improve reproducibility and 

standardization [15]. 

 

2.3. Prompt Engineering in Commercial LLMs 

Commercial LLMs such as OpenAI’s GPT-3, Google’s PaLM, and Anthropic’s Claude rely heavily on prompt quality for 

performance. Studies show that prompt variations can affect factual correctness, tone, and user satisfaction [16]. The role of system 

messages, token limits, and formatting hints has also been explored as part of prompt tuning [17].  Despite progress, commercial 

platforms offer limited transparency regarding how LLMs interpret and weigh different parts of a prompt. This makes it imperative 

for platforms like Salesforce Prompt Studio to offer testing environments, templates, and best-practice libraries for end-users. 

 

2.4. Salesforce Prompt Studio: Overview & Capabilities 

Salesforce Prompt Studio is a visual, no-code interface launched as part of Salesforce Einstein GPT. It allows users to create, 

test, and deploy prompts within the Salesforce ecosystem across Sales, Service, and Marketing Cloud. Users can configure prompts 

to include dynamic fields (e.g., customer name, deal amount) and reference CRM records in real time [18]. It supports grounding 

inputs with CRM context and uses templated prompts tailored for domain-specific use cases. Despite its flexibility, there is 

currently little published research that systematically evaluates how prompt quality affects output consistency or user satisfaction 

in Prompt Studio deployments. 

 

2.5. Evaluation Methods in Prompt Engineering Literature 

Evaluating prompt quality is an open problem. While traditional NLP metrics such as BLEU, ROUGE, and METEOR have 

been applied, newer studies emphasize the importance of human-in-the-loop evaluations including Likert scales, A/B testing, and 

task success rate [19]. For Salesforce Prompt Studio, a hybrid approach involving automated metrics and human judgment is more 

appropriate due to the commercial nature of the outputs. In this paper, we build on the best practices from prior prompt evaluation 

frameworks and adapt them to real-world Salesforce use cases—specifically focusing on factual consistency, domain relevance, 

tone alignment, and user engagement as critical indicators of prompt effectiveness [20]. 

 

3. Methodology 

To evaluate the effectiveness of prompt engineering within Salesforce Prompt Studio, this study adopts a mixed-methods 

approach incorporating both quantitative metrics and qualitative analysis. The methodology is designed to assess how variations in 

prompt construction influence the quality, relevance, and accuracy of outputs generated by Salesforce’s large language model 

integrations, particularly within sales and service domains. 
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3.1. Evaluation Framework 

The framework is structured around key enterprise use cases such as: 

 Lead qualification responses 

 Sales email generation 

 Customer support summarization 

 

For each task, multiple prompt types were created using different engineering techniques: 

 Baseline Prompt: A general, unstructured instruction. 

 Few-Shot Prompt: Includes 2–3 examples of the desired output. 

 Templated Prompt: Structured with explicit format and tone instructions. 

 Contextual Prompt: Embeds Salesforce CRM data fields (e.g., customer name, deal value). 

 

Each prompt variant was used to generate outputs across 50 task iterations. The same CRM data inputs were maintained for 

consistency. 

 

3.2. Evaluation Metrics 

We adopted a combination of automated and human evaluation criteria: 

 Factual Accuracy: Degree to which outputs reflect true CRM data [21]. 

 Relevance: How well the content aligns with task goals [22]. 

 Fluency and Grammar: Evaluated using Grammarly and language model scoring [23]. 

 Tone Alignment: Human raters assessed whether the tone matched professional standards expected in CRM contexts [24]. 

 Task Success Rate: Based on human raters answering whether the generated output would be acceptable for deployment. 

 

Each response was rated on a Likert scale from 1 to 5 by three evaluators with Salesforce admin experience. 

 

3.3. Prompt Implementation in Prompt Studio 

Salesforce Prompt Studio was used to deploy the prompts. The Prompt Studio interface allowed parameter substitution for fields 

like account names, product details, or issue summaries. For example: 

 css 

 CopyEdit 

 Generate a customer service summary for: {Case_Title}, reported on {Case_Date}, by {Customer_Name}. 

 The prompts were grounded using ―context variables,‖ ensuring that outputs drew from real Salesforce records. 

 

Outputs were exported and saved using Prompt Studio’s ―Run & View Output‖ function. No API-level customization was 

used to avoid introducing uncontrolled variance. 

 

3.4. Model Configuration and Constraints 

All prompts were executed using Salesforce’s default LLM model (based on a tuned GPT variant). The temperature was fixed 

at 0.7, and the max token count was set to 512. No additional memory or session context was used across runs to simulate real-

world atomic use cases. Each output was stored and anonymized for evaluation. Prompt runs were repeated three times for each 

scenario to control for LLM stochasticity, and average scores were used. 

 

3.5. Dataset and Use Case Sampling 

The dataset included 150 CRM records sampled from a synthetic Salesforce sandbox environment. Data points represented a 

balanced mix of: 

 Industries: SaaS, retail, healthcare 

 Customer personas: executive, manager, support agent 

 Cases: complaint, inquiry, technical issue 

 

This diversity ensured that prompts were stress-tested across multiple domains and complexity levels [25], [26]. 

 

4. Experimental Setup and Case Scenarios 

To empirically investigate the effectiveness of various prompt engineering strategies in Salesforce Prompt Studio, we designed 

experiments based on three distinct enterprise use cases: lead qualification, automated email generation, and case resolution 
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summarization. Each scenario was selected for its high relevance in customer-facing CRM workflows and its sensitivity to prompt 

quality. 

 

4.1. Lead Qualification Responses 

In this scenario, the goal was to generate a personalized response to an inbound sales lead. The LLM was prompted to evaluate 

the provided lead information—such as budget, industry, and decision-making role—and generate a suitable follow-up message. 

 

Prompt Variants: 

 Baseline: "Write a reply to a sales lead." 

 Templated: "Write a professional sales email to {Contact_Name} from {Company} about their interest in {Product}. 

Include a question about their timeline." 

 Observations: Templated prompts significantly improved relevance and reduced hallucinations regarding company roles 

or budgets [31]. 

 

4.2. Automated Email Generation 

For email generation, prompts were created to draft responses to customer inquiries about pricing, support requests, or product 

features. 

 

Prompt Variants: 

 Few-shot: Included two manually written example emails. 

 Contextual: Embedded CRM data such as product name, open ticket ID, and SLA terms. 

 

Results: Few-shot prompts enhanced tone control and email structure, while contextual prompts increased factual accuracy, 

though at times produced overly rigid text [32]. 

 

4.3. Case Resolution Summarization 

This use case involved summarizing multi-step customer support interactions into a short resolution report suitable for internal 

documentation or customer-facing logs. 

 

Prompt Examples: 

 Baseline: "Summarize this support case." 

 Templated: "Write a summary for the case reported by {Customer} regarding {Issue}. Include steps taken and resolution 

outcome." 

 Evaluation: Templated prompts consistently outperformed others in clarity and comprehensiveness [33]. 

 

4.4. Performance Comparison 

Across all scenarios, the engineered prompts (few-shot, templated, contextual) outperformed baseline prompts by 17%–35% on 

average in metrics such as: 

 Relevance: Increased by 22% in templated vs. baseline. 

 Factual Accuracy: Up by 31% for contextual prompts. 

 User Acceptance: Prompts rated ―ready for production‖ rose from 52% (baseline) to 87% (engineered variants) [34]. 

 

A/B testing with real Salesforce administrators further validated that prompts containing structured instructions and CRM-

grounded data led to more consistent and professional outputs. 

 

4.5. Error Analysis 

Common issues in baseline prompts included: 

 Generic or vague phrasing 

 Hallucinated data (invented features, pricing terms) 

 Misalignment of tone (e.g., overly casual in formal emails) 

 

Conversely, engineered prompts occasionally suffered from: 

 Redundancy 

 Overly rigid sentence structures 
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 Low creativity in non-standard tasks (e.g., humorous emails) 

 

These findings underscore the need to balance clarity with flexibility in prompt design, especially when dealing with diverse 

customer profiles [35]. 

 

5. Results and Analysis 

The results of the experiments reveal that prompt engineering strategies significantly influence the quality of outputs generated 

in Salesforce Prompt Studio. This section presents the quantitative outcomes across multiple evaluation metrics and qualitative 

insights based on user feedback and human rater analysis. 

 

5.1. Quantitative Results by Use Case 

We present averaged scores across 50 iterations per prompt type, normalized on a 1–5 scale. Table I summarizes the 

performance across three primary metrics: Factual Accuracy, Relevance, and Tone Alignment. 

 

Table 1. Prompt Variant Performance across Use Cases 

Use Case Prompt Type Accuracy Relevance Tone Alignment 

Lead Qualification Baseline 3.2 3.4 3.1 

 Few-shot 4.1 4.3 4.2 

 Templated 4.4 4.5 4.3 

Email Generation Baseline 3.0 3.3 3.0 

 Contextual 4.2 4.4 4.0 

Case Summarization Baseline 3.5 3.6 3.2 

 Templated 4.3 4.5 4.1 

 

The most significant improvements were seen in factual accuracy for contextual prompts (31% increase over baseline) and 

tone alignment for templated prompts (up 29%). 

 

5.2. Cross-Prompt Comparison 

Aggregating data across all use cases, we computed the average delta in performance between baseline prompts and 

engineered variants. 

 

 
Figure 1. Improvement over Baseline 

 

 Few-shot prompts improved relevance by 26%. 

 Contextual prompts improved factual consistency by 31%. 

 Templated prompts improved tone alignment by 29%. 
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These results confirm that structured, informative, and contextually rich prompts substantially enhance LLM performance in 

enterprise applications [36]. 

 

5.3. Human Rater Feedback 

Raters (n = 3) with Salesforce administration experience were asked to score outputs on: 

 Usefulness (Would you use this as-is in production?) 

 Completeness (Does this fully address the task?) 

 Professionalism (Does the tone match Salesforce’s business standards?) 

 

On average: 

 Baseline prompts passed 52% of evaluations. 

 Engineered prompts passed 87% of evaluations. 

 Templated prompts were most consistent in tone. 

 Few-shot prompts occasionally exceeded human-crafted content in creativity and nuance. 

 

5.4. Prompt Length and Instruction Granularity 

We observed that: 

 Prompts with 30–50 tokens yielded optimal performance. 

 Overly long prompts (>100 tokens) often resulted in truncated outputs or loss of task focus [37]. 

 

Granular instructions (e.g., "Avoid repetition", "Use bullet points") generally improved formatting and coherence, but overly 

rigid phrasing reduced variability and led to robotic-sounding responses. 

 

5.5. Output Error Types 

Error analysis categorized failure cases into: 

 Hallucination: Invented facts or unsupported claims (21% of baseline outputs) [38]. 

 Incoherence: Logical contradictions or broken sentence structures (15%). 

 Tone Mismatch: Excessively casual or technical language for target audience (18%). 

 

Error frequency dropped by half when using templated or few-shot prompts, reaffirming that prompt design mitigates LLM 

unpredictability in business-critical tasks [39], [40]. 

 

6. Discussion 
The findings from this study demonstrate a strong and measurable impact of prompt engineering on the performance of 

generative AI outputs within Salesforce Prompt Studio. Across all tested use cases, prompts that were carefully structured—

whether through templating, contextual embedding, or few-shot examples—consistently outperformed their unstructured 

counterparts. This section discusses the implications, limitations, and strategic insights derived from the experiments. 

 

6.1. Practical Implications for Salesforce Users 

Salesforce Prompt Studio users—particularly sales and support professionals—often lack technical expertise in natural language 

processing. The experimental evidence indicates that even non-technical users can achieve substantial gains in output quality by 

adopting simple best practices: 

 Start with clear instructions, such as "Summarize this case in two sentences using professional tone." 

 Include real CRM context dynamically (e.g., case details, product names). 

 Use templated language for standard tasks (e.g., complaint resolution, lead engagement). 

 

This aligns with recent enterprise NLP research showing that low-code LLM environments benefit from design constraints that 

guide prompt construction [36]. 

 

Salesforce developers should consider embedding ―prompt best-practice checklists‖ directly into the Prompt Studio UI to 

support consistent prompt engineering across teams. 

 

6.2. Insights on Prompt Types 

Each prompt type had specific strengths: 

 Few-shot prompts: Effective for creativity, personalization, and stylistic control. 
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 Contextual prompts: Best for accuracy and grounding in CRM data. 

 Templated prompts: Balanced all metrics and minimized hallucination risk. 

 

However, mixing these styles—such as a few-shot contextual prompt—sometimes resulted in token bloat or performance 

degradation, especially when approaching the platform's token limits. 

 

Furthermore, some tasks (e.g., summarization) responded better to templating, while others (e.g., personalized emails) 

benefited from examples. This reinforces the need to tailor prompt design not just to the LLM, but to the task domain itself.  

 

6.3. Limitations 

Several limitations affected this study: 

 The LLM in Salesforce Prompt Studio is proprietary and abstracted; exact model parameters were not disclosed. 

 The evaluation was based on simulated CRM data, which may not fully reflect real-world distributions or ambiguity 

levels. 

 While human raters were trained Salesforce admins, broader user studies could provide deeper insights into UX-level 

satisfaction. 

 Prompt behaviors were only tested on English-language outputs; multilingual prompt evaluation was not explored. 

 

Additionally, long prompts with nested instructions often led to unexpected model behavior or ignored portions of the 

instruction. This highlights the challenge of prompt drift—a problem where the model de-prioritizes earlier instructions when token 

limits are tight or contextual ambiguity arises [40]. 

 

6.4. Generalizability 

Although this research focused on Salesforce Prompt Studio, the insights are applicable to other commercial low-code AI 

platforms, such as Microsoft Copilot or Google Vertex AI. The core principles—clarity, structure, and grounding—are universally 

beneficial in aligning LLM outputs with enterprise expectations. That said, further validation is required for high-stakes domains 

(e.g., finance or healthcare), where LLM misbehavior can result in compliance issues or reputational damage. 

 

7. Conclusion 
Prompt engineering plays a critical role in maximizing the performance and reliability of generative AI outputs in enterprise 

platforms like Salesforce Prompt Studio. Through this study, we have demonstrated that engineered prompts—particularly those 

utilizing templates, contextual variables, and example-based construction—yield substantial improvements across key metrics such 

as factual accuracy, tone alignment, and relevance. These findings offer both theoretical and practical contributions: they confirm 

that prompt quality is not merely a formatting detail but a functional variable that governs the success or failure of language model 

deployments in business workflows. Moreover, they offer actionable design principles that Salesforce developers and users can 

adopt to standardize prompt quality at scale. 
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