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Abstract - The prevalence of SMS spam poses significant
challenges for automated messaging systems, and effective
detection is often hindered by the inherent class imbalance in
SMS datasets, where legitimate messages vastly outnumber
spam messages. This study investigates the impact of
advanced sampling techniques on improving classification
performance in imbalanced SMS datasets. Techniques such
as Synthetic Minority Oversampling Technique (SMOTE),
Adaptive Synthetic Sampling (ADASYN), and ensemble-
based resampling methods are evaluated for their
effectiveness in balancing the dataset and enhancing the
predictive accuracy of machine learning classifiers.
Experimental results demonstrate that applying these
advanced sampling strategies significantly improves spam
detection rates while reducing false positives. The findings
provide valuable insights for developing robust SMS spam
filters and highlight the importance of addressing class
imbalance in real-world text classification problems.
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1. Introduction

The rapid growth of mobile communication has led to a
significant increase in unsolicited SMS messages, commonly
referred to as SMS spam. Efficient detection and filtering of
such messages are crucial to maintaining user privacy,
ensuring communication security, and enhancing overall user
experience. SMS spam classification, therefore, has emerged
as a critical area of research within natural language
processing (NLP) and machine learning. A persistent
challenge in SMS spam detection is the class imbalance in
datasets, where legitimate messages (ham) significantly
outnumber spam messages. This imbalance can severely
affect the performance of machine learning models, often
causing classifiers to be biased toward the majority class and
resulting in high false negative rates for spam detection.
Addressing class imbalance is essential to improve predictive
accuracy and ensure reliable spam filtering. This study
focuses on exploring advanced sampling techniques,
including oversampling, undersampling, and hybrid methods,
to mitigate the effects of imbalance and enhance the
performance of SMS spam classification models.
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2. Understanding Class Imbalance in SMS

Spam Datasets

SMS spam datasets typically exhibit a highly skewed
distribution between spam and legitimate messages (ham). In
most real-world datasets, spam messages constitute a small
fraction—often ranging from 10% to 20%—while the
majority of messages are legitimate. For example, widely
used datasets such as the UCI SMS Spam Collection contain
approximately 13% spam and 87% ham messages,
highlighting the extent of class imbalance. This imbalance
has significant implications for machine learning model
training. Models trained on such datasets tend to develop a
bias toward the majority class, favoring the prediction of
legitimate messages and often failing to correctly identify
spam. Consequently, the recall for the minority class (spam
detection) is significantly reduced, which can undermine the
effectiveness of spam filtering systems. Additionally, class
imbalance can lead to misleading evaluation metrics.
Accuracy, for instance, may appear high even when the
model fails to correctly classify spam messages, as the
majority of predictions are dominated by the ham class.
Therefore, addressing class imbalance is crucial to
developing robust and reliable SMS spam classifiers,
ensuring both high precision and recall for the minority class.

3. Overview of Sampling Techniques

Class imbalance in SMS spam datasets can be addressed
using sampling techniques, which modify the distribution of
the dataset to improve model learning for the minority class.
These techniques can be broadly categorized into basic
sampling methods and advanced sampling techniques.

3.1. Basic Sampling Methods

e Random Oversampling: This approach increases the
number of minority class (spam) instances by
randomly duplicating existing examples. While
simple and effective for balancing classes, it can
lead to overfitting, as the model may memorize
repeated examples rather than generalize patterns.

e Random Undersampling: This method reduces the
number of majority class (ham) instances to match
the minority class. While it mitigates class
imbalance, it can discard valuable information,
potentially degrading model performance.

e Limitations: Both basic methods are straightforward
but may fail to capture the underlying complexity of
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the data. Oversampling risks redundancy and
overfitting, while undersampling may lead to loss of
critical information.

3.2. Advanced Sampling Techniques

e SMOTE (Synthetic Minority —Over-sampling
Technique): SMOTE generates synthetic samples
for the minority class by interpolating between
existing minority instances. This approach reduces
overfitting and enhances the classifier’s ability to
generalize. Variants such as Borderline-SMOTE
focus on minority samples near class boundaries,
and KMeans-SMOTE leverages clustering to create
synthetic samples within dense regions, preserving
data structure.

e ADASYN (Adaptive  Synthetic = Sampling):
ADASYN is an extension of SMOTE that generates
more synthetic samples for harder-to-learn minority
examples, focusing on regions where the model
struggles. This adaptive approach improves
minority class recognition and overall recall.

e Cluster-based Oversampling: By dividing data into
clusters before generating synthetic samples, this
technique ensures that the underlying data
distribution is preserved, reducing the risk of
generating unrealistic examples.

e Hybrid Methods: Hybrid sampling combines
oversampling and undersampling to leverage the
strengths of both approaches. For example,
oversampling the minority class while selectively
undersampling the majority class can effectively
balance SMS spam datasets without sacrificing
information or introducing redundancy.

e Advanced sampling techniques have shown
significant improvements in spam detection
performance, particularly in enhancing recall and
F1-score for the minority class while maintaining
model robustness.

4. Feature Engineering and Preprocessing

Considerations

Effective SMS spam classification relies not only on
handling class imbalance but also on careful feature
engineering and text preprocessing, which directly influence
the performance of sampling techniques.

4.1. Text Preprocessing Impact on Sampling Efficacy:

Preprocessing steps such as tokenization, stopword
removal, and stemming/lemmatization help standardize and
clean SMS text data. These steps reduce noise and ensure
that the features used for training reflect meaningful patterns.
When combined with sampling techniques, preprocessing
can improve the generation of synthetic samples (as in
SMOTE or ADASYN) by providing more consistent and
representative feature vectors. Poor preprocessing, on the
other hand, can exacerbate class imbalance issues by creating
noisy or redundant features that mislead the classifier.

4.2. Handling High-Dimensional Sparse Feature Spaces:

SMS messages are often transformed into high-
dimensional feature spaces using techniques like TF-IDF or
word embeddings. While these representations capture
semantic and contextual information, they can also lead to
sparsity, which challenges both model training and synthetic
sample generation. Advanced sampling techniques must
account for these high-dimensional spaces to create realistic
synthetic examples that improve minority class learning
without introducing noise.

4.3. Balancing Preprocessing with Sampling to Avoid
Overfitting:

Oversampling or generating synthetic samples on poorly
preprocessed data can lead to overfitting, where models
memorize synthetic examples rather than generalizing to
unseen data. Therefore, it is critical to carefully balance
preprocessing steps with sampling strategies. Proper feature
engineering ensures that the synthetic samples accurately
represent the minority class distribution, enhancing model
robustness and predictive accuracy for SMS spam detection.

5. Performance Evaluation Metrics

Evaluating the performance of SMS spam classifiers in
imbalanced datasets requires careful consideration of
appropriate metrics. Traditional accuracy can be misleading
in such scenarios, as a model that predicts all messages as the
majority class (ham) may achieve high accuracy despite
failing to detect spam effectively. Therefore, more
informative metrics are necessary to assess classifier
performance on both classes.

5.1. Precision, Recall, and F1-score

e Precision measures the proportion of correctly
predicted spam messages out of all messages
classified as spam, reflecting the classifier’s ability
to avoid false positives.

e Recall (or sensitivity) measures the proportion of
actual spam messages correctly identified,
highlighting the model’s effectiveness in detecting
the minority class.

e Fl-score is the harmonic mean of precision and
recall, providing a balanced metric that accounts for
both false positives and false negatives, making it
particularly useful in imbalanced datasets.

5.2. Area under the Precision-Recall Curve (AUPRC):

The AUPRC is especially suitable for imbalanced data,
as it focuses on the performance of the classifier on the
minority class (spam) rather than the majority class, offering
a more realistic evaluation than ROC-AUC in skewed
datasets.

5.3. Matthews Correlation Coefficient (MCC):

MCC provides a single value that considers true
positives, true negatives, false positives, and false negatives,
offering a balanced measure even when class distributions
are highly uneven. It is widely regarded as one of the most
reliable metrics for imbalanced classification tasks. Using
these metrics together provides a comprehensive view of
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model performance, ensuring that improvements from
sampling techniques and feature engineering are correctly
reflected in the evaluation of SMS spam classifiers.

6. Experimental Setup

This study evaluates the effectiveness of advanced
sampling techniques in handling class imbalance for SMS
spam classification using rigorous experimental procedures.

o Dataset Description: Experiments are conducted on
widely used SMS spam datasets, such as the UCI
SMS  Spam  Collection, which  contains
approximately 5,574 messages, of which 13% are
spam and 87% are legitimate (ham). The dataset
represents a typical imbalanced scenario in real-
world SMS filtering applications.

o Baseline Models: To establish a reference point,
baseline classifiers—including Logistic Regression,
Decision Trees, Random Forests, and Support
Vector Machines (SVM)—are trained on the
original imbalanced dataset without any sampling.
These models provide a benchmark for evaluating
the impact of sampling strategies.

6.1. Comparison with Sampling Strategies
The study compares multiple sampling approaches:

e Basic methods: Random oversampling and
undersampling.
e Advanced methods: SMOTE, ADASYN,

Borderline-SMOTE, KMeans-SMOTE, and hybrid
oversampling—undersampling techniques.

Each sampling method is applied prior to model
training, and its impact on minority class detection (spam) is
analyzed.

6.2. Cross-Validation Techniques

To ensure robust evaluation and minimize bias due to
dataset splits, k-fold cross-validation is employed. In this
approach, the dataset is divided into k subsets, with each
subset used once as the validation set while the remaining k—
1 subsets are used for training. Performance metrics—
including precision, recall, F1-score, AUPRC, and MCC—
are averaged across folds to provide reliable estimates of
model effectiveness.

7. Analysis and Discussion

The experimental results highlight the impact of various
sampling techniques on the performance of SMS spam
classifiers in imbalanced datasets.

7.1. Comparative Performance of Sampling Techniques
Advanced oversampling methods such as SMOTE,
ADASYN, and KMeans-SMOTE consistently improve recall
and Fl-score for the minority class (spam) compared to
baseline models and basic sampling techniques. While
random oversampling also enhances minority class detection,
it often leads to overfitting due to duplicate instances.
Random undersampling reduces training data, which can

negatively impact overall model performance but may
improve minority class recognition in some cases.

7.2. Trade-offs Between Oversampling and Undersampling
Oversampling techniques increase the representation of
the minority class without discarding majority class data,
preserving information but sometimes introducing synthetic
noise. Undersampling, in contrast, reduces the majority class
to achieve balance but risks loss of valuable information,
potentially limiting the classifier’s generalization ability.
Hybrid approaches, which combine oversampling of the
minority class with selective undersampling of the majority
class, often provide the best balance, improving minority
class detection while maintaining overall model accuracy.

7.3. Challenges in Generating Realistic Synthetic Samples

Creating synthetic SMS messages is inherently
challenging due to the short, informal, and context-specific
nature of SMS text. Poorly generated synthetic samples can
introduce noise or unrealistic patterns, leading to model
overfitting or misclassification. Clustering-based and
adaptive methods like KMeans-SMOTE and ADASYN help
mitigate these issues by generating samples in meaningful
regions of the feature space, preserving the underlying
distribution.

7.4. Recommendations for Practitioners

The choice of sampling technique should consider
dataset size, imbalance ratio, and feature representation. For
highly imbalanced datasets with sufficient minority
examples, advanced oversampling (SMOTE, ADASYN) is
recommended. For smaller datasets, hybrid methods can
prevent overfitting while maintaining minority class
performance.  Additionally, careful integration with
preprocessing and feature engineering is essential to ensure
synthetic samples accurately reflect real-world SMS patterns.

Overall, the analysis demonstrates that handling class
imbalance with advanced sampling techniques is critical for
robust SMS spam detection, particularly when combined
with appropriate preprocessing and evaluation metrics.

8. Future Directions

While advanced sampling techniques have significantly
improved SMS spam classification, several opportunities
remain for enhancing performance and adaptability in real-
world applications:

8.1. Integration of Deep Learning with Sampling
Techniques

Deep learning models, such as LSTM, CNN, and
Transformer-based architectures, can capture complex
patterns in SMS text. Combining these models with
advanced sampling strategies could improve minority class
detection, particularly for nuanced or context-dependent
spam messages.

8.2. Use of Ensemble Learning with Sampling

Ensemble methods, such as Random Forests, Gradient
Boosting, or stacking multiple classifiers, can further
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enhance robustness. When integrated with sampling
techniques, ensembles can mitigate the weaknesses of
individual models and reduce variance, improving overall
spam detection performance.

8.3. Domain-Adaptive Sampling for Multilingual SMS
Datasets

Many existing studies focus on English-language
datasets, yet SMS traffic is increasingly multilingual.
Developing domain-adaptive sampling approaches that
account for linguistic and cultural variations can improve
classifier generalization across languages and regions.

8.4. Exploration of Cost-Sensitive Learning

As an alternative or complement to sampling, cost-
sensitive learning assigns higher penalties to misclassifying
the minority class (spam), allowing models to learn
effectively from imbalanced datasets without generating
synthetic samples. Integrating cost-sensitive approaches with
existing sampling techniques could further improve detection
accuracy and recall. These future directions highlight the
potential for more sophisticated, adaptive, and scalable
solutions for SMS spam detection, ensuring that classifiers
remain effective across diverse datasets, languages, and
emerging spam strategies.

9. Conclusion

This study highlights the critical role of handling class
imbalance in SMS spam datasets for building effective and
reliable spam detection systems. Experimental analysis
demonstrates that advanced sampling techniques—including
SMOTE, ADASYN, cluster-based oversampling, and hybrid
methods—significantly improve the detection of minority
class instances, enhancing recall and F1-score while
mitigating the limitations of baseline models and basic
sampling approaches. Careful integration of feature
engineering, preprocessing, and sampling ensures that
synthetic samples accurately reflect real-world SMS patterns,
reducing the risk of overfitting and improving overall model
robustness. Evaluation using metrics beyond accuracy, such
as precision, recall, F1-score, AUPRC, and MCC, provides a
comprehensive understanding of model performance in
imbalanced scenarios. The findings underscore the
importance of addressing class imbalance for deploying
reliable SMS spam filters in real-world applications. By
adopting appropriate sampling strategies and robust
evaluation practices, practitioners can improve spam
detection rates, protect users from unwanted messages, and
enhance the overall effectiveness of automated messaging
systems.
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